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Getting Access to Infrastructure

• Make sure you have 
gained experience 
on the regional 
Tier-1 systems first.

• Two “tracks” are 
possible:
• the LUMI-BE track,

• the EuroHPC track.



Dates for the next cut-off for the Belgian track: 2nd of March, 1st of June and 5th of October 2026 at 23.59 h 
CET.



Regular Access
Extreme Scale Access
AI for Science and Collaborative EU Projects
AI and Data-Intensive Applications





Getting Access to Support

• When your EuroHPC proposal is accepted, you may get support to
• increase scalability of your code,

• optimize your code,

• restructure or rewrite your code,

• …

just by selecting it in the application form!

• Suggestion: submit a development access proposal and request it.

• Interested VSC users can show their interest in the last question of the 
(updated) Tier-1 application form.



Unlocking
European-level 
HPC Support



Support services



Support levels



BertProject 51-EHPC-DEV-2024D07-079 119-EHPC-DEV-2025D03-120 118-EHPC-DEV-2025D05-093 153 - EHPC-DEV-2025D10-090 LUMI
Extreme scalability in EPSILOD
A framework for generic iterative loop stencil applications
Arturo Gonzalez-Escribano – Departamento de Informatica – Universidad de Valladolid
Objectives: 
- Code porting & scaling issues

Support Given (WP2):
- Compilation Celerity/Controllers
- Optimizations

- hipHostMalloc
- async faults

Achievements:
- running on LUMI

Lessons Learned:
- hipcc/cray runtime difference
- Ask detailed questions at start 



Project – 67 - EHPC-DEV-2024D09-058 - LUMI
HIDALGO 2 Wildfires deployment 2024
Specific MicroHH configuraton

Objectives: 
Run on LUMI

Support Given (WP2/WP3):
- EasyBuild WRF-SFIRE / µHH 

Achievements:
-Added µHH EasyBuild

Lessons Learned:
- dependencies for program
- need example scripts

Bert



Project – 103 - EHPC-REG-2024R02-178 - Leonardo
CANONICS
ChArge aNd current ON cosmIC Strings
Carlos Martins - Instituto de Astrofísica e Ciências do Espaço – Universidade Do Porto
Objectives: 
- FFT on Leonardo (HeFFTe)

Support Given (WP2/WP3):
- HeFFTe installation
- Tips on development

Achievements:
- Running on Leonardo

Lessons Learned:
- PI should provide code
- Ask for a working example

Bert

A100:
| Data Type | Time (ms) | Data Read (MB/Iter) | Bandwidth (GB/s) |
|-----------|-----------|---------------------|------------------|
| float3 | 1.184 | 1200.00 | 1319.28 |
| float4 | 1.462 | 1600.00 | 1335.91 |

P4000
| Data Type | Time (ms) | Data Read (MB/Iter) | Bandwidth (GB/s) |
|-----------|-----------|---------------------|------------------|
| float3    |     8.423 |             1200.00 |           185.50 |
| float4    |    10.179 |             1600.00 |           191.87 |

MI250X
| Data Type | Time (ms) | Data Read (MB/Iter) | Bandwidth (GB/s) |
|-----------|-----------|---------------------|------------------|
| float3    |     1.347 |             1200.00 |          1160.00 |
| float4    |     1.687 |             1600.00 |          1157.97 |



Project 114-EHPC-DEV-2025D04-097 – MareNostrum V
Large scale fission properties with energy 
density functionals 
Wouter Ryssens – Institute of Astronomy and Astrophysics – Université Libre de Bruxelles

Objectives: 
1. Benchmarking: ScaLAPACK for solving large eigenvalue problems
2. Investigate possible benefit of replacing ScaLAPACK vs ELPA
3. Reflect on code refactoring for 

• Improved maintainability

• Flatten the learning curve for new users and developers
• Executable → Python module (scriptable, extensible from the outside, restrict own code to solving the physics 

while outsourcing the number crunching to high quality HPC libraries, integrate third party libraries Machine 
Learning libraries, leverage existing f90 code with f2py)

Support Given (WP2):
• explore PyScalapack
• Pyev: wrapper code for solving large eigenvalue problems with Python code 

independent of the selected the backend (ScaLAPACK/ELPA)
• Extensive benchmarking

Bert



Project 114-EHPC-DEV-2025D04-097 – MareNostrum V
Large scale fission properties with energy 
density functionals 
Wouter Ryssens – Institute of Astronomy and Astrophysics – Université Libre de Bruxelles

Achievements:
• Performance:

• ELPA 2-5x faster for small systems wrt ScaLAPACK

• 10-20x faster for large systems

• Ability to write code agnostic to backend via 
Python wrappers

• Convince team to refactor Modern Fortran 
code into Python modules for

• Improved user experience

• Intuitive Domain-specific language

• Outsourcing tasks to dedicated HPC Python packages

• Allowing interfacing with e.g., ML packages

• Improved maintainability

• Improved developer experience

Bert
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